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Abstract: Compared with other distribution functions, the Weibull distribution has been more widely used in describing diameter distributions because of its flexibility and relative simplicity. Parameters of the Weibull distribution are generally predicted either by the parameter prediction method or by the parameter recovery method. The coefficients of the regression equations for predicting Weibull parameters, moments, or percentiles are often estimated by use of different approaches such as ordinary least squares, seemingly unrelated regression (SUR), or cumulative distribution function regression (CDFR). However, there is no strong rationale for preferring one method over the other. We developed and evaluated different methods of predicting parameters of Weibull distribution to characterize diameter distribution using data from the Southwide Seed Source Study. The SUR and the CDFR approaches were applied to 10 different parameter prediction and parameter recovery methods. A modified CDFR approach was developed by modifying the CDFR technique such that the CDF is computed using information from diameter classes instead of individual trees as in the CDFR approach. These methods were evaluated based on four goodness-of-fit statistics (Anderson-Darling, Kolmogorov-Smirnov, negative log-likelihood, and error index). The CDFR approach provided better results than the SUR approach for all methods. The modified CDFR approach consistently provided better results than the SUR approach and was superior to the CDFR approach in all evaluation statistics but the Anderson-Darling statistic. For Sci. 59(2): 243–252.
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Growth-and-yield information is essential for forest management planning. The approaches commonly used in growth-and-yield modeling can be classified into three broad categories: whole-stand models, size-class models, and individual-tree models (Burkhart 1979). Whole-stand models require few details to simulate growth but provide rather general information about the future stand. They predict future yields as a function of stand-level attributes, such as stand age, site index, and stand density. Individual-tree models use a tree as the basic growth unit and therefore provide detailed information about stand dynamics. Depending on whether or not tree location coordinates are required, they are further divided into two classes, distance-dependent and distance-independent. Size-class models are a compromise between whole-stand models and individual-tree models. When the class size is infinitely large and only one class exists, then the method is the whole-stand approach. When the class width is infinitely small and each tree is considered a single class, then the method is the individual-tree approach (Vanclay 1991).

Diameter distribution models are size-class models that provide information for each diameter class: number of trees, basal area, and volume per unit area. Diameter distribution is usually characterized by estimating the parameters of some theoretical distributions (Kangas and Maltamo 2000). Many different probability density functions (PDFs) such as log-normal, exponential, gamma, beta, Weibull, and Johnson’s $S_B$ have been used to describe diameter distributions. Clutter and Bennett (1965) applied the beta distribution to describe diameter distributions on data from old-field slash pine plantations to develop variable density stand tables. The beta distribution was used in many yield models for slash pine (Bennett and Clutter 1968, Bennett et al. 1978), loblolly pine (Lenhart and Clutter 1971, Lenhart 1972, Burkhart and Strub 1974), birch, and pedunculate oak (Gorgoso-Varela et al. 2008).

Since Bailey and Dell (1973) introduced the use of the Weibull function in forestry, it has been favored by many researchers because it can fit a variety of shapes. Another advantage is that its cumulative distribution function (CDF) exists in closed form, allowing easy calculation of proportion of trees in each diameter class. The Weibull function has been widely used to model diameter distribution of loblolly pine (Smalley and Bailey 1974, Feduccia et al. 1979, Matney and Sullivan 1982, Clutter et al. 1984, Baldwin and Feduccia 1987), longleaf pine (Lohrey and Bailey 1977, Jiang and Brooks 2009), loblolly and slash pine (Brooks et al. 1992), Scots pine, Austrian pine, and Pinus halepensis (Palahi et al. 2006), birch (Gorgoso-Varela et al. 2007), and black poplar (Andrasev et al. 2009).

Initially, the Weibull parameters were directly predicted from regression as functions of stand attributes, such as age and measures of site quality and stand density. Recent methods have been developed to recover the Weibull
parameters from diameter moments and/or percentiles, which are first predicted by use of regression equations from stand-level variables. These two approaches are called parameter prediction and parameter recovery, respectively (Siipilehto et al. 2007). Coefficients of regression equations for predicting the Weibull parameters (in the parameter prediction method) and moments or percentiles (in the parameter recovery method) are often estimated by use of ordinary least squares or seemingly unrelated regression.

Cao (2004) obtained the regression coefficients in the parameter prediction method by minimizing the sum of squared differences between the observed and predicted cumulative probability. He termed this new approach the CDF regression (CDFR) method, which produced better goodness-of-fit statistics than other methods. The CDFR technique was also found by Newton and Amponsah (2005) and Cao and McCarty (2006) to yield the best goodness-of-fit statistics among the methods tested. Nord-Larsen and Cao (2006) applied this technique to even-aged beech with satisfactory results. Jiang and Brooks (2009), however, found that the parameter recovery method by Bailey et al. (1989) provided better results than the CDFR method for young longleaf pine plantations.

A successful diameter-distribution model requires good prediction of its parameters. The objective of this study was to develop new methods for predicting parameters of the Weibull PDF for characterizing diameter distributions. The CDFR method used by Cao (2004) for the parameter prediction method was modified and extended to various parameter recovery methods. These new methods were then evaluated against the established methods based on the abilities of the resulting Weibull PDFs to approximate diameter distributions of loblolly pine plantations.

Data

Data from the Southwide Seed Source Study, which involves 15 loblolly pine (Pinus taeda L.) seed sources planted at 13 locations across 10 southern states (Wells and Wakeley 1966), were used. Seedlings were planted at 1.8-m × 1.8-m spacing. Each plot is of size 0.0164 ha, and trees were measured at ages of 10, 15, 20, and 25 years.

The bootstrapping method was used to select 10 different random samples from the original data set. To be included in the samples, a plot had to have at least 15 surviving trees at measurement age. Each sample consisted of a fit data set, which comprised 50 randomly selected plots for each age group (200 plots in total), and a validation data set, which included another 50 randomly selected plots. The validation data consisted of all four measurements for each plot, resulting in 200 plot-age combinations in each sample. The fit data were used for development of predicting equations, whereas the validation data were used to evaluate the methods. Table 1 presents the summary statistics of the stand- and tree-level variables for the fit and validation data for all 10 samples.

Methods

The Weibull PDF used in this study is of the following form:
\[
f(x; a, b, c) = \frac{c}{b} \left( \frac{x-a}{b} \right)^{c-1} \exp \left[ -\left( \frac{x-a}{b} \right)^c \right]; \quad x \geq a, \tag{1}\]

where \(a\), \(b\), and \(c\) are the location, scale, and shape parameters of the Weibull distribution, respectively, and \(x\) is tree dbh. In defining the diameter distribution, the location parameter \(a\) relates to the smallest possible dbh in the stand, the scaling parameter \(b\) describes the spread of the distribution, and the parameter \(c\) determines the shape of the distribution.

The following general form of regression equation, adopted from Cao (2004), was used to predict the Weibull parameters or diameter moments or percentiles:
\[
y = \exp[b_1 + b_2 \text{RS} + b_3 \ln(N) + b_4 \ln(H) + b_5 /A] + \varepsilon, \tag{2}\]

where \(y\) represents Weibull parameters, diameter percentiles, or moments (mean or variance), \(\text{RS} = (\sqrt{10,000/N}/H\text{RS})\) is the relative spacing (ratio of the average distance between trees to the average height of the dominants and codominants), \(N\) is number of trees per ha, \(H\) is dominant height (average height of the dominants and codominants) in meters, \(A\) is stand age in years, \(\ln(\cdot)\) is the natural logarithm, \(b_1\) is regression coefficients, and \(\varepsilon\) is random error.

Methods for Predicting Weibull Parameters

The 10 methods evaluated in this study belonged to four broad categories: parameter prediction, moment-based parameter recovery, percentile-based parameter recovery, and hybrid methods (Table 2). Method 1 is a parameter prediction method. This method was first introduced by Clutter and Bennett (1965) to predict parameters of the beta distributions for old-field slash pine plantations. Three Weibull parameters that were obtained from the fit data via

Table 1. Summary statistics of the stand- and tree-level variables for the fit and validation data from 10 bootstrap samples.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Fit data</th>
<th>Validation data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Dominant height (m)</td>
<td>14.8</td>
<td>4.2</td>
</tr>
<tr>
<td>No. of trees/ha</td>
<td>1509</td>
<td>522</td>
</tr>
<tr>
<td>Basal area (m²/ha)</td>
<td>31.0</td>
<td>9.5</td>
</tr>
<tr>
<td>Tree diameter (cm)</td>
<td>15.3</td>
<td>5.1</td>
</tr>
<tr>
<td>Basal area (m²/ha)</td>
<td>1757</td>
<td>581</td>
</tr>
<tr>
<td>Tree diameter (cm)</td>
<td>33.0</td>
<td>9.2</td>
</tr>
<tr>
<td></td>
<td>14.7</td>
<td>4.7</td>
</tr>
</tbody>
</table>
maximum likelihood estimation were then used as dependent variables in Equation 2.

Methods 2 and 3 are moment-based parameter recovery methods. The Weibull location parameter was computed from the predicted minimum diameter (\(\hat{D}_0\)) in the stand as follows:

\[ a = 0.5\hat{D}_0 \]  

(3)

This method of computing the Weibull location parameter was used for all subsequent methods, except for method 10. For the rest of the article, \(D_p\) denotes the predicted \(p\)th diameter percentile.

Equation 2 was used to predict minimum diameter (\(\hat{D}\)), average diameter (\(\bar{D}\)), and diameter variance (\(D_{\text{var}}\)). In method 2, predicted average diameter and diameter variance were used to recover the Weibull shape and scale parameters.

Similarly, these Weibull parameters were recovered from quadratic mean diameter and diameter variance in method 3.

Methods 4 and 5, the percentile-based parameter recovery methods, used different combinations of diameter percentiles in recovering the Weibull parameters. Method 4 used \(D_{31}\) and \(D_{63}\) and method 5 used \(D_{50}\) and \(D_{95}\) to recover the Weibull shape and scale parameters.

\begin{table}
\centering
\caption{Summary of methods for predicting Weibull parameters included in this study.}
\begin{tabular}{|l|l|}
\hline
Methods & Equations$^a$ \\
\hline
Parameter prediction & \(a, b, c = \exp[b_1 + b_2 \text{RS} + b_3 \ln(N) + b_4 \ln(H) + b_5/\text{age}] + v\) \\
Method 1: Weibull parameters & \\
Moment-based parameter recovery & \\
Method 2: \(\bar{D}\) and \(D_{\text{var}}\) & \(b = \frac{\hat{D} - a}{G_1}\) \\
& \(c\) is obtained from \(b^2(G_2 - G_1^2) - \hat{D}_{\text{var}} = 0\) \\
Method 3: \(D_q\) and \(D_{\text{var}}\) & \(b = -aG_1/G_2 + [(aG_2)^2(G_1^2 - G_2) + \hat{D}_q^2/G_2^3]^{0.5}\) \\
& \(c\) is obtained from \(b^2(G_2 - G_1^2) - \hat{D}_{\text{var}} = 0\) \\
Percentile-based parameter recovery & \\
Method 4: \(D_{31}\) and \(D_{63}\) & \\
& \(c = \frac{\ln(1 - 0.95)}{\ln(1 - 0.50)} \); \(b = \frac{\hat{D}_{63} - a}{[-\ln(1 - 0.63)]^{0.5}}\) \\
Method 5: \(D_{50}\) and \(D_{95}\) & \\
& \(c = \frac{\ln(1 - 0.95)}{\ln(1 - 0.50)} \); \(b = \frac{\hat{D}_{95} - a}{[-\ln(1 - 0.95)]^{0.5}}\) \\
Hybrid methods & \\
Method 6: \(D_q, D_{25}, \text{ and } D_{95}\) & \\
& \(c = \frac{\ln(1 - 0.63)}{\ln(1 - 0.50)} \); \(b = \frac{\hat{D}_{95} - a}{[-\ln(1 - 0.95)]^{0.5}}\) \\
Method 7: \(D_q, D_{31}, \text{ and } D_{63}\) & \\
& \(c = \frac{\ln(1 - 0.63)}{\ln(1 - 0.50)} \); \(b = \frac{\hat{D}_{63} - a}{[-\ln(1 - 0.63)]^{0.5}}\) \\
Method 8: \(\bar{D}\) and \(D_{95}\) & \\
& \(c\) is obtained from \(a + b\Gamma(1 + 1/c) - \hat{D} = 0\) \\
Method 9: \(D_q\) and \(D_{95}\) & \\
& \(c = \frac{\ln(1 - 0.95)}{\ln(1 - 0.50)} \); \(b = \frac{\hat{D}_{95} - a}{[-\ln(1 - 0.95)]^{0.5}}\) \\
Method 10: \(D_q, D_{25}, D_{50}, \text{ and } D_{95}\) & \\
& \(a = (n^{1/3}\hat{D}_0 - \hat{D}_{50})(n^{1/3} - 1); \) \\
& \(c = \frac{\ln(1 - 0.95)}{\ln(1 - 0.50)} \); \(b = \frac{\hat{D}_{95} - a}{[-\ln(1 - 0.95)]^{0.5}}\) \\
\hline
\end{tabular}
\footnote{Notation: \(a, b, c\) are Weibull location, shape, and scale parameters, respectively; \(\text{RS} = (\sqrt{10,000/N})/H\) is the relative spacing (ratio of the average distance between trees to the average height of the dominants and codominants); \(N\) is number of trees per ha; \(H\) is dominant height (average height of the dominants and codominants) in m; \(A\) is stand age in years; \(\ln(.)\) is the natural logarithm; \(b_{ij}\) are regression coefficients; \(\hat{D}_p\) is predicted value of the \(p\)th diameter percentile; \(G_i\) is \(\Gamma(1 + i/c)\), where \(\Gamma(\cdot)\) is the complete gamma function; \(\bar{D}\); predicted mean diameter; \(D_{\text{var}}\); predicted diameter variance; \(D_q\); quadratic mean diameter; and \(n\) is number of trees in the plot.}
\end{table}
Methods that use both moments and percentiles for recovering Weibull parameters are defined as hybrid methods by Cao (2004). Methods 6–10 in this study belonged to this category. In method 6, the Weibull scale and shape parameters were recovered from $D_{25}$, $D_{50}$, and the predicted quadratic mean diameter ($D_\overline{q}$). Method 7 is similar to method 6, except that $D_{31}$ and $D_{63}$ replaced $D_{25}$ and $D_{50}$. Methods 8 and 9 involve $D_{50}$ and either the predicted average diameter ($\overline{D}$, method 8), or $D_{90}$ (method 9). Method 10, adopted from Bailey et al. (1989), is similar to method 6, except that the Weibull location parameter was computed as a function of $D_0$, $D_{50}$, and the number of trees in the plot.

### Three Approaches of Model Fitting

Investigated in this study were three different approaches for obtaining estimates for the regression coefficients, $b_k$s, in general Equation 2. The approaches are described below.

#### The SUR Approach

Because the error terms are correlated among the equations used to predict Weibull parameters, moments, or percentiles, the seemingly unrelated regression (SUR) approach was used to simultaneously estimate the $b_k$s in the system of equations with SAS MODEL procedure, option SUR (SAS Institute, Inc. 2009). The dependent variables were the three Weibull parameters for method 1 and the diameter moments and/or percentiles for the rest of the methods.

#### The CDFR Approach

The CDFR approach was originally developed by Cao (2004). In this approach, the $b_k$s were obtained by minimizing the sum of squared differences between observed and predicted cumulative probability:

$$\text{minimize } \sum_{i=1}^{n} \frac{\sum_{j=1}^{m_i}(F_{ij} - \hat{F}_{ij})^2}{n_i}$$

where $F_{ij} = (j - 0.5)/n_i$ is observed cumulative probability of the tree $j$ in the $i$th plot-age combination, $j$ is rank (from smallest to largest) of that tree in terms of dbh in the $i$th plot-age combination, $n_i$ is the number of trees in the $i$th plot-age combination, $\hat{F}_{ij} = 1 - \exp\{-[(x_{ij} - a)/b]^c\}$, value of the Weibull CDF evaluated at $x_{ij}$ in the $i$th plot-age combination, and $p$ is the number of plot-age combinations.

Note that $F_{ij} = (j - 0.5)/n_i$ is the Hazen’s plotting position used for graphing empirical PDFs (Cunnane 1978). This method results in a CDF value less than 1 for the observed maximum diameter in a plot. In contrast, $F_{ij} = j/n_i$ as defined by Cao (2004) leads to a maximum CDF value of 1 for each plot. The former formula was used in this study because the predicted Weibull CDF would approach but never attain the value of 1.

The minimum diameter was predicted separately from the system of equations because including the Weibull location parameter in the system of equations, for many plots, resulted in too low a value for the predicted location parameters compared with the observed minimum diameters. The location parameter was computed from $D_0$ for models 1–9 and from $D_{50}$, and the number of trees in the plot for model 10. SAS MODEL procedure (SAS Institute, Inc. 2009) was used to fit the CDF regression. In some of the methods (2, 3, 8, and 9), the Weibull shape parameter, $c$, was solved iteratively during the fitting process by use of the secant method (Press et al. 1992).

### Modified CDFR Approach

The modified CDFR approach is similar to the CDFR approach, except that diameter class information, instead of individual trees, as in the CDFR approach, is used to compute the CDF. The modified CDF regression was then fitted with SAS MODEL procedure (SAS Institute, Inc. 2009). Diameter classes having 2-cm width were used and the $b_k$s were obtained by minimizing the following function:

$$\text{minimize } \sum_{i=1}^{p} \frac{\sum_{j=1}^{n_i}(F_{ij} - \hat{F}_{ij})^2}{m_i - 1}$$

where $F_{ij} = (\sum_{k=1}^{i} n_{ik})/n_i$ is observed cumulative probability of the $k$th diameter class in the $i$th plot-age combination, $n_{ik}$ is number of trees in the $k$th diameter class in the $i$th plot-age combination, $m_i$ is total number of diameter classes in the $i$th plot-age combination, $\hat{F}_{ij} = 1 - \exp\{-[(x_{ij} - l_{ik})/b]^c\}$, value of the Weibull CDF evaluated at the upper bound of the $k$th diameter class, and $x_{ik}$ is the midpoint of the $k$th diameter class in the $i$th plot-age combination.

From 5, note that the sum for diameter classes only goes from 1 to $m_i - 1$ because we ignored the maximum diameter class, whose CDF value at its upper bound is 1. The maximum dbh class was not necessary in this case because the theoretical Weibull distribution would approach 1 anyway. Preliminary analysis showed that this approach was better than the one that included the maximum diameter class. A sample SAS program outlining the fitting procedure for methods 2 and 10 using the modified CDFR approach is presented in the Appendix.

### Model Evaluation

The following four goodness-of-fit statistics were computed for each method to evaluate the methods. The method producing the lowest values for each of the evaluation statistics is the best method.

#### Anderson-Darling (AD) statistic (Anderson and Darling 1954):

$$AD_i = -n_i - \sum_{j=1}^{n_i}(2j - 1)[\ln(u_j) + \ln(1 - u_{n_i-j+1})]n_i,$$

where $u_j = F(x_j) = 1 - \exp\{-[(x_j - a)/b]^c\}$, $n_i$ is number of trees in the $i$th plot-age combination, and $x_j$s are dbh, sorted in ascending order for each plot-age combination ($x_1 \leq x_2 \ldots \leq x_{n_i}$).

#### Kolmogorov-Smirnov (KS) statistic (Massey 1951):

$$KS_i = \max_{1 \leq j \leq n_i} \left[ \max_{1 \leq s \leq 4} \left[ ((u_j - (j - 1))/n_j) \right] \right],$$

where $n_i$ and $u_j$ were previously defined in Equation 6.


Table 3. Means (and SD) of the goodness-of-fit statistics produced by different methods based on three approaches.

<table>
<thead>
<tr>
<th>Method</th>
<th>AD</th>
<th>KS</th>
<th>mLogL</th>
<th>EI</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3.343 (3.860)</td>
<td>0.2374 (0.092)</td>
<td>73.970 (20.976)</td>
<td>2.361.88 (830.58)</td>
<td>28.000</td>
</tr>
<tr>
<td>2</td>
<td>2.883 (3.529)</td>
<td>0.2283 (0.086)</td>
<td>72.994 (20.263)</td>
<td>2.304.06 (795.49)</td>
<td>9.943</td>
</tr>
<tr>
<td>3</td>
<td>3.003 (3.578)</td>
<td>0.2315 (0.089)</td>
<td>73.104 (20.309)</td>
<td>2.323.59 (815.32)</td>
<td>14.446</td>
</tr>
<tr>
<td>4</td>
<td>9.907 (7.928)</td>
<td>0.4092 (0.114)</td>
<td>81.579 (22.621)</td>
<td>2.420.84 (802.78)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>18.040 (10.610)</td>
<td>0.5373 (0.104)</td>
<td>90.042 (25.125)</td>
<td>2.590.28 (855.29)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.022 (4.048)</td>
<td>0.2277 (0.087)</td>
<td>73.171 (20.945)</td>
<td>2.311.86 (811.06)</td>
<td>12.553</td>
</tr>
<tr>
<td>7</td>
<td>3.052 (4.181)</td>
<td>0.2279 (0.087)</td>
<td>73.318 (21.321)</td>
<td>2.312.71 (815.38)</td>
<td>13.848</td>
</tr>
<tr>
<td>8</td>
<td>3.211 (4.412)</td>
<td>0.2298 (0.088)</td>
<td>73.366 (21.426)</td>
<td>2.320.48 (824.68)</td>
<td>16.577</td>
</tr>
<tr>
<td>9</td>
<td>3.236 (4.408)</td>
<td>0.2309 (0.090)</td>
<td>73.375 (21.382)</td>
<td>2.328.30 (831.78)</td>
<td>18.115</td>
</tr>
<tr>
<td>10</td>
<td>2.892 (3.489)</td>
<td>0.2312 (0.085)</td>
<td>73.252 (20.177)</td>
<td>2.321.01 (814.80)</td>
<td>14.154</td>
</tr>
<tr>
<td>Modified CDFR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.461 (2.679)</td>
<td>0.2224 (0.079)</td>
<td>73.400 (19.770)</td>
<td>2.293.92 (782.35)</td>
<td>6.058</td>
</tr>
<tr>
<td>2</td>
<td>2.456 (2.636)</td>
<td>0.2227 (0.079)</td>
<td>73.398 (19.767)</td>
<td>2.294.61 (782.95)</td>
<td>6.198</td>
</tr>
<tr>
<td>3</td>
<td>2.449 (2.593)</td>
<td>0.2228 (0.078)</td>
<td>73.467 (19.790)</td>
<td>2.294.58 (782.11)</td>
<td>6.585</td>
</tr>
<tr>
<td>4</td>
<td>2.462 (2.737)</td>
<td>0.2222 (0.079)</td>
<td>73.361 (19.782)</td>
<td>2.292.76 (781.92)</td>
<td>5.610</td>
</tr>
<tr>
<td>5</td>
<td>2.465 (2.726)</td>
<td>0.2222 (0.079)</td>
<td>73.367 (19.810)</td>
<td>2.293.74 (783.93)</td>
<td>5.795</td>
</tr>
<tr>
<td>6</td>
<td>2.523 (2.593)</td>
<td>0.2243 (0.078)</td>
<td>73.709 (19.956)</td>
<td>2.299.67 (783.26)</td>
<td>6.962</td>
</tr>
<tr>
<td>7</td>
<td>2.485 (2.846)</td>
<td>0.2240 (0.079)</td>
<td>73.502 (19.927)</td>
<td>2.284.57 (775.33)</td>
<td>6.852</td>
</tr>
<tr>
<td>8</td>
<td>2.453 (2.637)</td>
<td>0.2228 (0.078)</td>
<td>73.422 (19.731)</td>
<td>2.293.63 (780.70)</td>
<td>6.258</td>
</tr>
<tr>
<td>9</td>
<td>2.460 (2.629)</td>
<td>0.2230 (0.079)</td>
<td>73.462 (19.747)</td>
<td>2.294.48 (782.02)</td>
<td>6.732</td>
</tr>
<tr>
<td>10</td>
<td>2.490 (2.724)</td>
<td>0.2229 (0.078)</td>
<td>73.319 (19.725)</td>
<td>2.302.22 (793.88)</td>
<td>6.682</td>
</tr>
</tbody>
</table>

Negative log-likelihood (mLogL) statistic:

\[
mLogL = \sum_{j=1}^{m} \left[ \ln(b) - \ln(c) + (1 - c) \ln\left(\frac{x_{ij} - a}{b}\right) \right. \\
\left. + \left(\frac{x_{ij} - a}{b}\right)^{c}\right].
\]

where \(n_i\) was previously defined in Equation 6, \(x_{ij}\) is the dbh of tree \(j\) in the \(i\)th plot-age combination, and mLogL is the negative value of the log-likelihood function of the Weibull distribution.

Error index (EI; Reynolds et al. 1988):

\[
EI_i = \sum_{k=1}^{m_{i}} |n_{ik} - \hat{n}_{ik}|,
\]

where \(n_{ik}\) and \(\hat{n}_{ik}\) are observed and predicted number of trees per ha in diameter class \(k\), respectively, and \(m_i\) is number of diameter classes for the \(i\)th plot-age combination.

Ranking of Methods

The traditional standard or ordinal ranks for \(m\) methods are 1, 2, ..., \(m\). They show the order of the methods, but fail to depict the exact positions of the methods compared with one another. In this study, we propose a new method of ranking, in which each method is given a relative rank, computed to display the relative position of the method. The relative rank of method \(i\) is defined as

\[
R_i = 1 + \frac{(m - 1)(S_i - S_{\min})}{S_{\max} - S_{\min}}
\]

where \(R_i\) is the relative rank of method \(i (i = 1, 2, \ldots, m)\), \(S_i\) is the goodness-of-fit statistic produced by method \(i\), \(S_{\min}\) is the minimum value of \(S_i\), and \(S_{\max}\) is the maximum value of \(S_i\).

In this ranking system, the best and the worst methods have relative ranks of 1 and \(m\), respectively. Ranks of the remaining methods are expressed as real numbers between 1 and \(m\). Because the magnitude and not only the order of the \(S_i\)s is taken into consideration, the new ranking system should provide more information than the traditional ordinal ranks. For example, relative ranks of 1, 1.2, 4.7, 4.9, and 5 in the case of five methods suggest that the methods fall into two groups; the first group (1 and 1.2) and the second group (4.7, 4.9, and 5) were separated by a large gap.

Results and Discussion

All 10 methods were performed using three different approaches (SUR, CDFR, and modified CDFR), resulting in a total of 30 methods. The full model used to predict the
Weibull parameters, diameter moments, and diameter percentiles were in the form of Equation 2. The final models were obtained based on the backward elimination procedure by manually removing insignificant variables (at the 5% level of significance). We preferred the backward elimination approach because variables tend to perform well in groups that might be missed by the forward and stepwise approaches. Means and SDs for four goodness-of-fit statistics along with their overall relative ranks produced by the 30 methods are shown in Table 3. Methods 4 and 5 of the SUR approach produced evaluation statistics that were much higher (worse) than those from the rest of methods and were dropped from the ranking. As a result, the evaluation was based on statistics from the remaining 28 methods. The overall ranks ranged from 1.000 to 3.832 for the modified CDFR approach, from 5.610 to 9.692 for the CDFR approach, and from 9.943 to 28.000 for the SUR approach. Method 3 of the modified CDFR approach ranked as the best method among all 30 methods evaluated in this study, whereas method 5 based on the SUR approach was the poorest performer. The radar plot based on the relative ranks of 30 methods (Figure 1) shows three distinct groups. The modified CDFR approach was best, followed by the CDFR approach. The SUR approach was a distant third.

**SUR Versus the Two CDFR Approaches**

The CDFR approach yielded lower AD, KS, and EI values than did the SUR approach. There was, however, some overlap in the mLogL statistic between the SUR and CDFR approaches. On the other hand, the modified CDFR approach consistently produced lower values for all four evaluation statistics than did the SUR approach. These results indicate that the CDFR and the modified CDFR approaches were clearly superior to the SUR approach. On average, the modified CDFR approach reduced the AD, KS, EI, and mLogL statistics by 51.61, 20.91, 3.83, and 3.26%, respectively, compared with the SUR approach. The SUR approach did not perform as well as the other two approaches because it is based on point estimates, either the Weibull parameters, diameter moments, or percentiles. The CDFR and modified CDFR approaches, conversely, aimed to optimize the entire distribution by minimizing the squared difference between the observed and predicted cumulative probabilities.

**CDFR Versus Modified CDFR Approaches**

Figure 1 shows that the modified CDFR approach performed better in terms of the KS, EI, and mLogL statistics.
but consistently produced higher AD values than the CDFR approach. The reason for the increased AD values for the modified CDFR approach is not clear. The EI statistics, on the other hand, are based on diameter-class frequency and therefore should be more suitable for the modified CDFR approach, which is also based on diameter-class information.

**Overparameterization**

Three methods are overparameterized in the sense that they require three percentiles to estimate the Weibull shape and scale parameters: \( D_{q} \), \( D_{31} \), and \( D_{63} \) for method 7; and \( D_{q}, D_{25} \), and \( D_{95} \) for methods 6 and 10. In addition, method 10 also estimates the Weibull location parameter from three attributes: \( \hat{D}_{10}, \hat{D}_{50}, \) and the number of trees in the plot. The performances of these methods were not consistent: good for one sample and poor for the next one. Overall, these overparameterized methods did not produce results that were as good as results for simpler methods. Furthermore, prediction of multiple diameter percentiles in these three methods might require the imposition of constraints, i.e., predicted percentiles cannot illogically cross one another.

**Best and Worst Methods for the Modified CDFR Approach**

Among the three approaches, the modified CDFR approach was the best for estimating the coefficients of the regression equations for predicting Weibull parameters (in the parameter prediction method) and moments or percentiles (in the parameter recovery methods). Figure 2 shows the relative ranks computed just for the 10 methods using the modified CDFR approach. The overall highest-ranked method was method 3 (\( D_{q} \) and \( D_{var} \)), followed closely by method 2 (\( \hat{D} \) and \( D_{var} \)), with a relative rank of 1.195. The worst method was method 10 (\( D_{q}, D_{25}, D_{50}, \) and \( D_{95} \)), which ranked last in terms of two evaluation statistics and was second to last for the other two.

**Summary and Conclusions**

Whereas both the CDFR and modified CDFR approaches performed better than the SUR approach for all methods, the modified CDFR was superior to the CDFR approach for all evaluation statistics, except for the AD statistic. The results are consistent with the findings by Cao (2004), who evaluated method 1 of the CDFR approach against other methods of the SUR approach. The poor performance of the SUR approach may be because its objective is to optimize the point estimates (Weibull parameters, diameter moments and/or percentiles) instead of the distribution itself as in the CDFR and the modified CDFR approaches. For a given method, the overall ranking from the modified CDFR approach was better than that from the SUR and CDFR approaches.

If a choice is to be made among these three approaches, we would recommend the modified CDFR approach over the SUR and CDFR approaches, based on the findings of this study. On the other hand, method 2 for the SUR approach, method 4 for the CDFR approach, and methods 2 and 3 for the modified CDFR approach produced best results for each respective approach.

![Figure 2](image-url)
Results from the 10 bootstrap samples revealed that the relative ranks for the methods varied from sample to sample. Overall, there are sufficient reasons to believe that the SUR approach is not as effective as the other two approaches. However, performance differences between the CDFR and the modified CDFR approaches might vary with different data sets. Research using data sets from loblolly pine as well as from other species should be conducted to further verify the findings of this study.
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Appendix: Sample SAS Program

data one;
input plot age n hd tph d dclass;
* age = stand age,
* n = number of trees per plot;
* hd = dominant height of the stand;
* tph = number of trees per hectare;
* d = upper bound of the diameter class;
* F = empirical cumulative probability up to diameter d;
hdlog = log(hd);
tphlog = log(tph);
rs = (sqrt(10000/tph))/hd;
a = 0.5*(exp(7.36711 - 2.73286*rs - 0.57797*tphlog - 7.41606/age));

data one; set one; by plot age;
if (1-cdf) > 0.00001;               * Delete the maximum diameter class;

**************************************************************************************
* Method 2 - The Modified CDFR Approach *
**************************************************************************************

proc model itprint;
parms b11=5.2 b12=-1.5 b13=-.4 b14=0.2
     b21=-5.9 b23=0.1 b24=2.5;
pdq = exp(b11 + b12*rs + b13*tphlog + b14*hdlog);
pdvar = exp(b21 + b23*tphlog + b24*hdlog);

c = 1.1;                               * Starting value for c;
c1 = c;
g1 = gamma(1 + 1/c);
g2 = gamma(1 + 2/c);
b = ((a*g1)/g2) + (((a/g2)**2)*(g2*g2-g1) + (pdq*pdq/g2))**0.5;
f0ld = b*b * (g2 - g1**2) - pdvar;
c = c1 + 1;
g1 = gamma(1 + 1/c);
g2 = gamma(1 + 2/c);
b = ((a*g1)/g2) + (((a/g2)**2)*(g2*g2-g1) + (pdq*pdq/g2))**0.5;
fNew = b*b * (g2 - g1**2) - pdvar;
do j = 1 to 20 while (f0ld*fNew > 0);
   c1 = c;
   c = c1 + 1;
g1 = gamma(1 + 1/c);
g2 = gamma(1 + 2/c);
b = ((a*g1)/g2) + (((a/g2)**2)*(g2*g2-g1) + (pdq*pdq/g2))**0.5;
fNew = b*b * (g2 - g1**2) - pdvar;
end;

* At this step, f0ld and fNew
* are of opposite signs
* Solution is in the interval (c1, c);

inc = c - c1;
do while (abs(fNew) > 1e-8);          * Secant method to solve fNew = 0;
   inc = -fNew * inc / (fNew - f0ld);
   c = c + inc;
   f0ld = fNew;
g1 = gamma(1 + 1/c);
g2 = gamma(1 + 2/c);
b = ((a*g1)/g2) + (((a/g2)**2)*(g2*g2-g1) + (pdq*pdq/g2))**0.5;
fNew = b*b * (g2 - g1**2) - pdvar;
end;
if d > a
    then fhat = 1 - exp(-((d-a)/b)**c));
else fhat = 0;
cdf = fhat;
_weight_ = 1/nclass;
fit cdf;
title 'Modified CDFR Approach - Method 2';

******************************************************************************
* Method 10 - The Modified CDFR Approach *
******************************************************************************

proc model itprint;
  parms b11=6.4 b12=-2.3 b15=0.1
       b31=7.0 b32=-2.7 b34=0.2 b35=0.4
       b41=7.8 b42=-2.6 b43=-0.5 b44=0.2;

d0 = exp(8.828995 - 4.91421*rs - 0.7847*tphlog);
d50 = exp(7.017923 - 2.7597*rs - 0.51166*tphlog);
d25 = exp(b11 + b12*rs + b15/age);
d95 = exp(b31 + b32*rs + b34*hdlog + b35/age);
dq = exp(b41 + b42*rs + b43*tphlog + b44*hdlog);

a = (((n**(1/3)))*d0) - d50)/((n**(1/3)) - 1));
c = (log(log(0.05)/log(0.75)) / (log(d95-a) - log(d25-a)));
g1 = gamma(1 + 1/c);
g2 = gamma(1 + 2/c);
b = (-a*g1)/g2) + (((a/g2)**2)*(g2*g2-g1) + (dq*dq/g2))**0.5);

if d > a
    then cdf = 1 - exp(-((d-a)/b)**c));
else cdf = 0;
fit cdf;
_weight_ = 1/nclass;

title 'Modified CDFR Approach - Method 10';

run; quit;